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Abstract. Alzheimer's disease (AD) is a neurodegenerative disease which affects patients' thinking, mood, 

and memory. Once diagnosed, it cannot be cured or reversed. Mild cognitive impairment (MCI) is the early 

stage of Alzheimer's disease, and medication at this stage can be used to slow down or even stop its 

development. A large number of studies have shown that AD can cause language barriers. There are 

significant symptoms in language, which can be used for early detection of AD. In this paper, convolutional 

neural network (CNN) is applied to the early diagnosis of AD. In addition, we introduced Convolutional 

Block Attention Module (CBAM) and incorporate CBAM into the CNN architecture to enhance the 

performance of the model. Experimental results show that the proposed model in this paper achieves 84.87% 

and 83.00% classification accuracy in long speech tracks and short speech tracks of the Alzheimer's Disease 

Recognition Competition, improved 5.07% and 9.00% compared to the baseline system. 

Keywords: Alzheimer’s disease, cognitive decline detection, convolutional neural network, convolutional 

block attention module. 

1. Introduction  

Alzheimer’ s disease (AD) is a neurodegenerative disease and the most common cause of dementia, 

accounting for 50% to 70% of all types of dementia. With the globally aging population, conditions such as 

AD are likely to become more prevalent [1]. As the world’s most populous country, China’s elderly 

population has exceeded 200 million. In 2020, the number of people suffering from AD in China has reached 

14.55 million [2]. There is a stage before the AD dementia stage called mild cognitive impairment (MCI). 

Early diagnosis of AD has become essential in disease management as it can offer interventions to slow or 

delay progression of symptoms [3]. Current diagnosis such as magnetic resonance imaging MRI, positron 

tomography PET, and cognitive assessment MMSE.  

Research shown that one of the earliest symptoms of AD is speech impairment, including suffering 

anomia, reduced word comprehension, object naming problems, semantic paraphasia, and a reduction in 

vocabulary and verbal fluency [4], low speech rate and frequent hesitations at the phonetic and phonological 

level [5]. These early signs can be detected by having the patient perform a picture description task, such as 

the Cookie Theft task from the Boston Diagnostic Aphasia Examination [6]. Growing number of research 

has demonstrated that quantifiable indicators of cognitive decline associated with AD are detectable in 

spontaneous speech. A prime example of this is the ADReSS (Alzheimer’s Dementia Recognition through 

Spontaneous Speech) Challenge [7], aimed at generating systematic evidence for the use of such indicators 

in automated AD detection systems and towards their clinical implementation. 

2. Related Work 

In view of the excellent performance of convolutional neural networks in audio and music processing 

tasks such as speaker recognition, voice classification, and speech sentiment analysis [8]. Many researchers 

use the method of convolutional neural network to identify AD [9]. Among them, Karlekar et al. proposed a 

CNN-LSTM neural network language model and explored the effectiveness of part-of-speech tagging to 

improve the accuracy of AD patient classification. Their model achieved an accuracy of 91% [10]. Their 
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method has a strong correlation between the transcription of the patient's conversation content and the 

language, and it is difficult to generalize to the research of other diseases or languages. Liu et al. [11] applied 

Automatic Speech Recognition (ASR) technology and hierarchical attention mechanism to neural networks 

to make them used for AD recognition tasks, and achieved an accuracy of 82.59% on the DementiaBank 

dataset. Chen et al. [12] proposed a network based on the attention mechanism. The network is composed of 

CNN and GRU modules. The special network structure enables the model to analyze local language patterns 

and overall macro language functions. The recognition accuracy rate of patients with disease is 97.42%.  

3. Dataset 

3.1. Overview of the Dataset 

The dataset used in this paper is the official dataset provided by the Alzheimer's Disease Recognition 

Competition organized by the 16th National Conference on Man-Machine Speech Communication 

(NCMMSC2021). The dataset contains 280 Spontaneous Speech samples from 122 subjects. The duration of 

the voice samples is 15,073 seconds. Including 79 speech samples from 26 patients with Alzheimer's disease 

(AD), totalling 4,323 seconds (accounting for 28.7%); 93 speech samples from 52 patients with mild 

cognitive impairment (MCI), totalling 4901 seconds (accounting for 32.5%); 108 speech samples of 44 

normal people (HC), with a total time of 5849 seconds (accounting for 38.9%). 

3.2. Dataset Preprocessing 

Since the voice samples in the dataset contain environmental noise, we used the open source audio 

processing tool Auditor to perform a unified noise reduction process on the voice material before conducting 

the experiment. The number of AD voice samples after deletion only have 32. We duplicate the AD voice 

samples to increase the proportion of AD samples in training. After preprocessing the dataset, the number of 

speech samples of AD, MCI, and HC are respectively 96, 93, and 96. The training set now contains 285 

samples. We cut the speech samples of pre-processed training set into 6 seconds, in order to increase the 

number of samples. Taking into account the continuity between samples, we use 50% overlap to cut the 

samples. After cutting, the number of training set samples expanded to 4769, a total of 28614 seconds. 

4. Methods 

In this paper, we investigate the efficacy of convolutional neural network on AD detection. Inspired by 

the research of Chen et al. and the previous literature [13-18], the attention mechanism is introduced into the 

convolutional neural network, which is the channel attention mechanism and spatial attention mechanism. 

The introduction of the attention mechanism can not only tell us where to focus, but it can also increase the 

representativeness of interests.  

4.1. CNN Structure 

 
Fig. 1: Alexnet network structure diagram. 

With the continuous development of convolutional neural network networks, many classic network 

architectures have emerged, such as LeNet, AlexNet [19], VGG-Net [20], ResNet [21]. The network model 

used in this paper is the 2DAlexNet model. Compared with the previous network structure, AlexNet uses 

CNN in a deeper and wider network, and its classification accuracy is higher. The basic structure diagram of 
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AlexNet's network is shown in Figure 1. AlexNet is composed of 5 convolutional layers and 3 fully 

connected layers, with a total depth of 8 layers. 

4.2. CBAM 

This network structure was proposed in 2018 [22]. Due to its excellent performance and strong 

adaptability, it has been widely used in neural network research in recent years. The structure diagram is 

shown in Figure 2. The CBAM structure includes an input module, a channel attention module, a spatial 

attention module, and an output module. 

 

Fig. 2: Convolutional block attention module (CBAM). 

The channel attention module integrates the information of each channel through average pooling and 

maximum pooling [23-24], and obtains two descriptors representing the average pooling feature and the 

maximum pooling feature. Pass the descriptors into the shared network to generate the channel attention 

feature map . Finally, an element-wise multiplication is computed between  and . The input feature  

of the spatial attention module is obtained.  

For the spatial attention module, the average pooling and maximum pooling operations are performed 

along the channel axis, and then the pooled features are connected to generate a feature descriptor. The 

descriptor is convolved through the convolutional layer to generate a two-dimensional spatial attention map 

, which emphasizes or suppresses features during the encoding process. The  obtained by the spatial 

attention module is multiplied by  to obtain the final output of CBAM.  

4.3. Attention Augmented Convolutional Neural Network 

This study uses a convolutional neural network for AD recognition based on speech signals. In order to 

allow CNN to focus on effective information points, we introduced the Convolutional Block Attention 

Module (CBAM). The overall architecture of the attention augmented convolutional neural network is shown 

in Figure 3. The backbone network includes 5 convolution modules, each of which contains a convolution 

layer, a ReLU function, and a maximum pooling layer. CBAM is embedded behind the first convolution 

module and the last convolution module to adaptively optimize features.  

 

Fig. 3: Attention augmented convolutional neural network. 
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5. Experiments 

5.1. Feature Extraction 

This paper uses spectrogram (Spec), Melspectrogram (Melspec) and Mel-Frequency Cepstral 

Coefficients (MFCC) as the input features of the neural network. Spec [25] consists of the original audio 

through pre-emphasis, framing, windowing, and Short-Time Fourier Transform (STFT) and other operations 

are obtained. Mel spec [26] is also known as FBank. The spectrogram is composed of a series of Mel filters 

to form a mel spectrogram. Due to the overlap of adjacent filters, the characteristics of the Mel spectrogram 

are highly correlated. MFCC [27] is obtained through inverse discrete cosine transform (DCT) on the basis 

of Melspectrogram. It is a feature widely used in automatic speech recognition and speaker recognition. 

5.2. Experimental Setting 

In this paper, a 5-fold cross-validation method is used. Each model is trained and predicted 5 times, and 

the average accuracy of the output is used as the accuracy of the model. In the data preprocessing, in order to 

fully reflect the voice context information. We divide each 60 seconds audio into multiple 6 seconds audio, 

each with a 3 seconds overlap, and use the proposed model to recognize multiple 6 seconds audio. The result 

of the majority vote is used as the output of the speech recognition task. In training, the learning rate is set to 

0.001, and the batch size is set to 32. The experimental results show that when the epoch is 20, the model 

achieves the best classification effect.  

5.3. Experimental Results 

 (1) Experimental results of the training set 

The experimental results of the cross-validation of the training set are shown in Table 1. Table 1 shows 

the classification effects of the three features of Spec, Melspec, and MFCC on the convolutional neural 

network. 

Table 1: Experimental results of cross-validation of training set 

Audio Length Feature Method Accuracy 

1 min 

(N=119) 

Spec 
AlexNet 0.801 

CBAM+AlexNet 0.842 

Melspec 
AlexNet 0.883 

CBAM+AlexNet 0.931 

MFCC 
AlexNet 0.793 

CBAM+AlexNet 0.814 

6 sec 

(N = 1153) 

Spec 
AlexNet 0.794 

CBAM+AlexNet 0.840 

Melspec 
AlexNet 0.879 

CBAM+AlexNet 0.926 

MFCC 
AlexNet 0.782 

CBAM+AlexNet 0.811 

(2) Experimental results of the test set 

After using the best-performing settings in the training set, the model proposed in this article has 

achieved an accuracy of 84.8% on the long-speech track and 83.0% on the short-speech track on the official 

test set, which is significantly improved compared to the baseline. The experimental results of the model on 

the test set are shown in Table 2. Experimental results show that the best classification effect is achieved 

when using Melspectrogram as a feature for AD speech recognition. With the addition of the attention 

mechanism, the performance of the model has been further improved. 
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Table 2: Experimental results of the test set 

Audio Length Feature Method Accuracy Recall Precision F1 

 

1 min 

(N=119) 

 

Baseline 0.799 0.785 0.786 0.798 

Spec 
AlexNet 0.638 0.657 0.691 0.629 

CBAM+AlexNet 0.739 0.727 0.728 0.725 

Melspec 
AlexNet 0.789 0.783 0.783 0.782 

CBAM+AlexNet 0.848 0.844 0.850 0.843 

MFCC 
AlexNet 0.705 0.685 0.686 0.669 

CBAM+AlexNet 0.731 0.719 0.750 0.714 

6 sec 

(N = 1153) 

 

Baseline 0.740 0.737 0.723 0.718 

Spec 
AlexNet 0.657 0.672 0.698 0.651 

CBAM+AlexNet 0.735 0.721 0.727 0.717 

Melspec 
AlexNet 0.759 0.749 0.759 0.751 

CBAM+AlexNet 0.830 0.825 0.829 0.825 

MFCC 
AlexNet 0.702 0.694 0.716 0.689 

CBAM+AlexNet 0.718 0.700 0.698 0.687 

6. Conclusion 

This paper proposes a convolutional neural network based on the attention mechanism. Apply it to the 

research of automatic recognition of Alzheimer's disease based on speech. This model has achieved an 

accuracy rate of 84.8% on the long-speech track and 83.0% on the short-speech track on the test set.  
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